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kamusi is Swahili for dictionary



Goal: A complete matrix of human expression across time and space 

• As a knowledge resource 
• As a data resource 
• As a basis for any-to-any translation
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In service since 1994 - originally at Yale Council on African Studies 
International NGO since 2009
• Registered non-profit in 🇺🇸  and 🇨🇭
Academic Home since 2013: 
EPFL - Swiss Federal Institute of Technology in Lausanne 
First at LSIR - Distributed Systems Information Laboratory 
Now at the Swiss EdTech Collider 4



White House Big Data Initiative (2013): 
Launch Partner for Building the Data Innovation Ecosystem  
Networking and Information Technology R&D Program 
Office of Science and Technology Policy 
ACALAN (Intergovernmental language agency for 55 member 
states of the African Union): 
Platform for African Language Empowerment development partner  
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1. AI facts and fantasies 
2. Myths about AI and MT 
3. Realistic fantasies about computation 

and translation

Artificial Intelligence (AI) & Machine Translation 
(MT) on the Road toward Universal Translation
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1. What is AI? 
2. AI and COVID-19 
3. AI and the weather 
4. AI and online dating 
5. AI and language

Chapter 1: AI Facts and Fantasies
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1. What is AI? 
2. AI and COVID-19 
3. AI and the weather 
4. AI and online dating 
5. AI and language

AI Facts and Fantasies: What is Artificial Intelligence?
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AI Facts and Fantasies: What is AI?

Artificial Muscle? Artificial Brain? 
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Artificial Muscle 

• Brute force calculations 
• Faster than a human 
• Instructed by a human 

Example: 

Calculate π to a million 
digits

Artificial Brain 

• Analyzes data 
• Discovers patterns 
• Follows new paths based on 

those patterns 

Machine Learning if 
• a desired outcome is 

achieved (eg, win a game) 
                    -- or -- 
• a human confirms the 

outcome (eg, that photo is 
indeed a cat) 

AI Facts and Fantasies: What is Artificial Intelligence?
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AI Facts and Fantasies: What is AI?
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1. What is AI? 
2. AI and COVID-19 
3. AI and the weather 
4. AI and online dating 
5. AI and language

AI Facts and Fantasies: COVID-19
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AI Facts and Fantasies: COVID-19

• SPOILER: AI has not cured COVID-19 
• What has AI done for COVID-19?
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AI Facts and Fantasies: COVID-19

• AI has not cured COVID-19 
• What has AI done for COVID-19?
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AI Facts and Fantasies: COVID-19

• AI has not cured COVID-19 
• What has AI done for COVID-19?

“In other words, our new AI overlords might actually 
help us survive the next plague.” 

• Using NLP to track 100,000 articles about 100 
diseases in 65 languages 

• Travel itineraries and flight paths 
• Researching new drugs 
• Detecting disease 

Vox: https://www.vox.com/recode/2020/1/28/21110902/artificial-intelligence-ai-coronavirus-wuhan
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AI Facts and Fantasies: The Weather

1. What is AI? 
2. AI and COVID-19 
3. AI and the weather 
4. AI and online dating 
5. AI and language
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• Analyzes data 
• Discovers patterns 
• Follows new paths based on those 

patterns 

Machine Learning if 
• a desired outcome is achieved 

(eg, win a game)

AI Facts and Fantasies: The Weather
Data to analyze for many locations: 
•Temperature •Humidity •Pressure •Windspeed •Wind direction 
•Cloud cover •etc 
Patterns to discover: 
• Does the flap of a butterfly’s wings in Brazil set off a tornado in Texas? 

(Edward Lorenz) 
• The relationship between certain parameters in Place A, and 

subsequent weather in Place B 
New Paths: 
• If certain parameters are changed in a model for Place A, what are the 

anticipated outcomes in Place B? 
Machine Learning: 
• Do future weather events occur as anticipated in the model?
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AI Facts and Fantasies: Online Dating

1. What is AI? 
2. AI and COVID-19 
3. AI and the weather 
4. AI and online dating 
5. AI and language
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AI Facts and Fantasies: Online Dating
Case Study: OkCupid • Analyzes data 

• Discovers patterns 
• Follows new paths based on those 

patterns 

Machine Learning if 
• a desired outcome is achieved 

(eg, win a game)
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AI Facts and Fantasies: Online Dating
Case Study: OkCupid • Analyzes data 
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• Follows new paths based on those 
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• a desired outcome is achieved 

(eg, win a game)
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AI Facts and Fantasies: Online Dating
Case Study: OkCupid • Analyzes data 
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AI Facts and Fantasies: Online Dating
Case Study: OkCupid • Analyzes data 

• Discovers patterns 
• Follows new paths based on those 

patterns 

Machine Learning if 
• a desired outcome is achieved 

(eg, win a game)

• Arbitrary metrics – questions have equal weight, but unequal (and 
unmeasurable) significance. (Eg, “Is pizza a top 5 food?” = “Would 
you date a single parent?”) 

• Ambiguity  
• Machine is discovering equal answers, not patterns – AI would 

analyze the similarities among people one “likes” to find unseen 
preferences  

• All data, no chemistry – and no way to predict or evaluate chemistry 
• No outcome for a machine learning opportunity is either proposed 

or evaluated: • mutual “likes? • a chat? • a date? • a relationship? 
• marriage? • kids? 
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AI Facts and Fantasies: Language

1. What is AI? 
2. AI and COVID-19 
3. AI and the weather 
4. AI and online dating 
5. AI and language
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AI Facts and Fantasies: Language
Case Study: DeepL • Analyzes data 

• Discovers patterns 
• Follows new paths based on those 

patterns 

Machine Learning if 
• a desired outcome is achieved 

(eg, win a game) 
 -- or -- 
• a human confirms the outcome 

(eg, that photo is indeed a cat)
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AI Facts and Fantasies: Language
Case Study: DeepL • Analyzes data 
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AI Facts and Fantasies: Language
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AI Facts and Fantasies: Language
Case Study: DeepL • Analyzes data 

• Discovers patterns 
• Follows new paths based on those 
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Machine Learning if 
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• a human confirms the outcome 
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AI Facts and Fantasies: Language
Case Study: DeepL • Analyzes data 

• Discovers patterns 
• Follows new paths based on those 

patterns 

Machine Learning if 
• a desired outcome is achieved 

(eg, win a game) 
 -- or -- 
• a human confirms the outcome 

(eg, that photo is indeed a cat)
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1. AI facts and fantasies 
2. Myths about AI and MT 
3. Realistic fantasies about computation 

and translation

Artificial Intelligence (AI) & Machine Translation 
(MT) on the Road toward Universal Translation
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Chapter 2: Myths about AI and MT

1. We have the data 
2. We have the methods 
3. Other biases and blind spots
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Myths about AI and MT

1. We have the data 
2. We have the methods 
3. Other biases and blind spots
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Myths about AI and MT: We have the data 

• English 
• Other high-investment languages 
• Other high-population languages 
• The other 98% of languages

Words that have been 
digitized in a way that can be 
used within computer processes

Data
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Myths about AI and MT: We have the data 
• English 
• Other high-investment languages 
• Other high-population languages 
• The other 98% of languages

Words that have 
been 

digitized in a way 
that can be 

used within computer 
processes• 70 years of R & D 

• All English words have some digital existence 
• Many data sets include party terms (aka “multiword 

expressions”)  
• Natural Language Processing (NLP) can perform many 

analytical marvels (deduce parts of speech, verb conjugations, 
compose syntactically correct sentences…) 

• Meaning and Shape are poorly associated (stay tuned!) 

• We cannot interpret the data across systems (interoperability) 
• We do not have reliable translations of English terms to most 

other languages (polysemy, party terms) 

• Translation to and from English is only a small part of global 
translation needs 
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Myths about AI and MT: We have the data 
• English 
• Other high-investment languages 
• Other high-population languages 
• The other 98% of languages

Words that have 
been 

digitized in a way 
that can be 

used within computer 
processes• Major European languages (especially French, Italian, 

German, Spanish, Portuguese, Russian) 
• Arabic, Chinese, Korean, and Japanese 
• Tax money at work, e.g. Catalan, Estonian 
• A few dozen somewhere on this part of the gradient 

• Many words have some monolingual digital existence 
• Some data sets with some party terms  
• NLP inferior to English (claim based on analysis of which 

languages get research attention in computational linguistics) 
• Parallel corpora with English 
• Little data between non-English pairs 

• We cannot interpret the data across systems (interoperability) 
• MT is computed through spelling or word embeddings, 

disassociated from meaning 
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Myths about AI and MT: We have the data 
• English 
• Other high-investment languages 
• Other high-population languages 
• The other 98% of languages

Words that have 
been 

digitized in a way 
that can be 

used within computer 
processes• 9-figure languages, e.g. Hindi, Bengali, Indonesian, Swahili 

• Fast growing languages throughout Africa and Asia 
• 300+ embattled languages with more than 1,000,000 

speakers 

• Some words with some monolingual digital existence (e.g. 
brick-of-text dictionaries with some thousands of terms) 

• Some basic bilingual dictionaries (lemmatic forms only), 
usually to English or French 

• No NLP for most 
• Some monolingual corpora higher on the gradient 
• Zero interoperability 
• MT to English exists for a few dozen, but is unusable
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Myths about AI and MT: We have the data 
• English 
• Other high-investment languages 
• Other high-population languages 
• The other 98% of languages

Words that have 
been 

digitized in a way 
that can be 

used within computer 
processes• Almost 7,000 languages  

(exact number discussed at http://kamu.si/7000-languages ) 

• Negligible digital existence of any sort of data for most languages 
• No data = not possible in universe of “Universal Translation”  
• Included in the universe of “Universal Translation” hype 
• Important to document, preserve, and offer certain technological 

services – e.g., high quality dictionaries, language models 
• Lesser call for text-to-text MT  – low (if any) literacy, few (if any) 

texts 
• Speech-to-speech translation could be valuable, is technologically 

possible (needs 7000 graduate students to collect and make sense 
of data)
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Myths about AI and MT

1. We have the data 
2. We have the methods 
3. Other biases and blind spots
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Myths about AI and MT: We have the methods

• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning
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Myths about AI and MT: We have the methods
• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning

• SMT is still a part of MT services (e.g., NMT can 
make no intelligent guesses about polysemy without 
context) 
• Needs parallel data 
• How SMT guesses (cartoon version) 

• “spring” = “primavera” in 40% of parallel sentences 
• other 60% “spring” =  10% bounciness, 10% a metal 

coil, 10% water flowing from the ground, 10% elastic 
force, 10% stretchiness, 10% a jump 
• Chance that SMT picks “springtime” sense = near 100% 
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Myths about AI and MT: We have the methods
• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning

• Monolingual corpora can yield 
words, inflections, and 
expressions in one language 
• Parallel corpora (translation 

gold) = extremely few pairs 
• Limited topics – formal 

documents in the public 
domain 
• Daily speech generally out of 

scope (including second-
person constructions 
necessary for correspondence 
and text conversations)
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Myths about AI and MT: We have the methods
• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning
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Myths about AI and MT: We have the methods
• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning

• There is no brain. There are no neurons. “Neural 
network” is a marketing metaphor. 
• NMT runs a lot of tests, can find hidden patterns 
• With lots of parallel data, NMT performs nicely in certain 

circumstances:  
1. The language is at the upper tier of testing on teachyoubackwards.com 
2. The conversion is to or from English 
3. The text is well structured and written using formal language and short sentences 
4. The text relates to formal topics 
5. The translation is for casual purposes where misunderstanding cannot result in unpleasant consequences 

• Even with lots of parallel data, lots of misses (e.g., our 
“out of order” examples, with context words, missed 4 out 
of 5 times) 
• MUSA: The Make Up Stuff Algorithm 
• Much more: http://kamu.si/myth2 
• Most language pairs do not have parallel data, so…
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Myths about AI and MT: We have the methods
• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning

• MUSA: The Make Up Stuff Algorithm

47

(Facebook MT) 

Real Somali ➾
Fake English ➾



Myths about AI and MT: We have the methods
• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning

• The idea:  
1. Align data from Language A with English.  
2. Align data from Language B with English.  
3. Shake.  
4. Remove English.  
5. A to B Translation! 

• Results (technically): phenomenally bad 
• Results (media): phenomenally good 
• Results (public perception): phenomenally good 

• Much more: http://kamu.si/myth3 
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Myths about AI and MT: We have the methods
• Statistics (SMT) 
• Corpora 
• Neural Networks (NMT) 
• Zero Shot 
• Learning

• Machine Learning 
• Needs a “gold standard” to compare results against a 

”ground truth” 
- else -  
• Needs human validation of results 
- else - Garbage In, Garbage Out 
• Only finds patterns within existing data 
• Risks locking info that is sometimes right as always right 

• Learning from Users 
• 4 year “suggest an edit” experiment on Google Translate 

finds maximum 40% uptake 
• Crowdsourcing must be carefully fortified against bogus 

results – not the case for Google “Translate Community” or 
DeepL “Rules” 

• Companies pay employees to teach AI for self-driving cars 
(so nobody dies), but not for most languages. That’s a 
business choice, not science. 

• More: http://kamu.si/myth5 
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Myths about AI and MT

1. We have the data 
2. We have the methods 
3. Other biases and blind spots
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Myths about AI and MT: Biases and blind spots
• White languages matter 

(+CKJ) 

• Technology works 
• Computer knows best

• Follow the money 
• Corporate investment 
• Government support 
• Foundation grants 

• Follow the research 

• English ≠ Translation. Less important than people immersed in it think it is 
• Elite language bias shared by leaders in Africa, India, etc 
• Large tech-excluded languages are “Embattled” but not “Endangered” – 

growing, not going, with unserved language needs and untapped market 
potential 

• Yes, language technology is inequitable. Yes, it matters. 
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Myths about AI and MT: Biases and blind spots
• White languages matter 

(+CKJ) 

• Technology works 
• Computer knows best

• We tend to trust technology to do what it claims 
• Maybe your GPS takes you down a cow path today, but 

you’ll certainly follow it again tomorrow 
• Search for “gorilla”, you’ll get mostly gorillas 
• Would Google put Samoan in their service if it didn’t 

work? How’s your Samoan?  

• It isn’t perfect, but… 

• Willing suspension of disbelief 
• Rooting for “Team Translate” – we like tech 

victories, forgive (and forget) the defeats
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Myths about AI and MT: Biases and blind spots
• White languages matter 

(+CKJ) 

• Technology works 
• Computer knows best

• Don’t mind the gaps – we fill in holes with our own 
understanding (fix tenses, odd words…) 
• Confirmation bias – we can see that some of the 

translation is correct, so the rest must be okay 
• Magic wand – results change as we type, so serious 

optimal calculations must be occurring. See 
“magic” in action: http://kamu.si/myth4 
• Gaslighting – it looks suspicious, but who am I to 

challenge the engineers and linguists who are 
telling me it’s right?
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1. AI facts and fantasies 
2. Myths about AI and MT 
3. Realistic fantasies about computation 

and translation

Artificial Intelligence (AI) & Machine Translation 
(MT) on the Road toward Universal Translation
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Chapter 3:  
Realistic Fantasies about Computation and Translation

• Smurfs and Ducks 
• Kam4D 
• SlowBrew
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Realistic Fantasies about Computation and Translation

• Smurfs and Ducks 
• Kam4D 
• SlowBrew
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Realistic Fantasies about Computation and Translation
• Smurfs and Ducks 
• Kam4D – kamu.si/

kam4d 
• SlowBrew
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light

fr:	lumineux

fr:	léger

fr:	allégé

fr:	léger

why	multilingual	dictionaries	were	impossible	

th:	ที่แคลอรี่ต่ำ	

fi:	kaloriton	sw:	pungufu	

th:	เบา

fi:	kevyt

sw:	-epesi	

th:	สว่าง

fi:	valoisasw:	-enye	mwanga

th:	ซึ่งไร้สาระ

fi:	tyhjänpäiväinen

sw:	-a	kuchekesha
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en:	light

fr:	lumineux

fr:	léger

fr:	allégé

fr:	léger

why	multilingual	dictionaries	were	impossible	

th:	ที่แคลอรี่ต่ำ	

fi:	kaloriton	sw:	pungufu	

th:	เบา

fi:	kevyt

sw:	-epesi	

th:	สว่าง	

fi:	valoisa	sw:	-enye	mwanga	

th:	ซึ่งไร้สาระ

fi:	tyhjänpäiväinen

sw:	-a	kuchekesha

en:	light

en:	light

en:	light
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fr:	lumineux

fr:	léger

fr:	allégé

why	multilingual	dictionaries	were	impossible	

th:	ที่แคลอรี่ต่ำ	

fi:	kaloritonsw:	pungufu	

th:	เบา

fi:	kevyt

sw:	-epesi	

th:	สว่าง	

fi:	valoisa	sw:	-enye	mwanga	

light

fr:	léger

th:	ซึ่งไร้สาระ

fi:	tyhjänpäiväinen

sw:	-a	kuchekesha
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fr:	lumineux

fr:	léger

fr:	allégé

why	multilingual	dictionaries	were	impossible	

th:	ที่แคลอรี่ต่ำ	

fi:	kaloritonsw:	pungufu	

th:	เบา

fi:	kevyt

sw:	-epesi	

th:	สว่าง	

fi:	valoisa	sw:	-enye	mwanga	

light

fr:	léger

th:	ซึ่งไร้สาระ

fi:	tyhjänpäiväinen

sw:	-a	kuchekesha
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light	(not	dark)

how	Kamusi	makes	a	multilingual	dictionary	possible	
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light	(not	heavy)
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how	Kamusi	makes	a	multilingual	dictionary	possible	

fr:	lumineux th:	สว่างfi:	valoisasw:	-enye	mwanga
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light	(not	fattening)
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how	Kamusi	makes	a	multilingual	dictionary	possible	
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light	(not	serious)

light	(not	fattening)

light	(not	heavy)

light	(not	dark)

how	Kamusi	makes	a	multilingual	dictionary	possible	

fr:	léger th:	ซึ่งไร้สาระfi:	tyhjänpäiväinensw:	-a	kuchekesha
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light	(not	serious)

light	(not	fattening)

light	(not	heavy)

light	(not	dark)

how	Kamusi	makes	a	multilingual	dictionary	possible	

fr:	allégé th:	ที่แคลอรี่ต่ำ	fi:	kaloritonsw:	pungufu
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light	(not	serious)

light	(not	fattening)

light	(not	heavy)

light	(not	dark)

how	Kamusi	makes	a	multilingual	dictionary	possible	

fr:	allégé th:	ที่แคลอรี่ต่ำ	fi:	kaloritonsw:	pungufu

fr:	léger th:	ซึ่งไร้สาระfi:	hölynpölysw:	-a	kuchekesha

fr:	léger th:	เบาfi:	kevytsw:	-epesi

fr:	lumineux th:	สว่างfi:	valoisasw:	-enye	mwanga
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how	Kamusi	makes	a	multilingual	dictionary	possible	

light	(not	heavy) fr:	léger th:	เบาfi:	kevytsw:	-epesi

fr:	léger	(sandy)

fr:	léger	(low	alcohol)

fr:	léger	(without	much	luggage)
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light	(not	dark)



Realistic Fantasies about Computation and Translation
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November 2020 
census: 

• 2,099,419 
Smurfs 

• 122 Languages

•  138,000 Ducks 
• 44 Languages
~
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• 4D = Four Dimensional 
• Time is the fourth dimension - capacity to treat language 

change and historical languages  
• Graph database structure for a complete matrix of 

human expression across time and space 
• the structure is realistic; the final goal is an impossible 

aspiration 
• Molecular lexicography design
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• User selects their meaning on the source side (predisambiguation) 
• Users can suggest missing senses 
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• User selects their meaning on the source side 
(predisambiguation) 
• Users can suggest missing senses 

• SlowBrew suggests Party Terms (MWEs), or users 
can mark their own 
• Party Terms are treated as Smurfs in Kam4D 
• Separated expressions easily rejoined (unlike NMT) 

• DUCKS finds equivalent term in Language B 

• Machine learns from context-specific user selections 
• Crowdsourced dataset of spelling/meaning annotations 
• AI builds from human intelligence on the source-side 
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Unanswered Questions: 
• Will users take the time to 

predisambiguate? 
• People take time to choose images 
• People take time to spellchick 

• Syntax on the target side? 
• Outside Kamusi wheelhouse – partners needed 

• How to pay for it? 
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recommended reading: 
➢ teachyoubackwards.com 
➢ kamu.si/kam4d


