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MWE - Definition

* MultiWord Expressions (MWE) are
1diosyncratic expressions made of
recurrent word combinations in which the
general meaning cannot be understood

from the literal meaning of each of its
constituents (Firth, 1957)

* Sag et al (2002) estimate that their use 1s
equivalent to that of single words 1n
language.
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Abstract. Multiword expressions are a key problem for the develop-
ment of large-scale, li Ily sound natural | proeessing tech-
nology. This paper surveys the problem and some currently available
analytic techniques. The various kinds of multiword expressions should
be analyzed in distinct ways, including listing “words with spaces”, hi-
erarchically organized lexicons, restricted combinatoric rules, lexical se-
lection, “idiomatic constructions” and simple statistical affinity. An ad-
equate comprehensive analysis of multiword expressions must employ
both ic and istical i

1 Introduction

The tension between symbolic and statistical methods has been apparent in nat-
ural language processing (NLP) for some time. Though some believe that the
statistical methods have rendered linguistic analysis unnecessary, this is in fact
not. the case. Modern statistical NLP is crying out for better language models
(Charniak 2001). At the same time, while ‘deep’ (linguistically precise) process-
ing has now crossed the industrial threshold (Oepen et al. 2000) and serves as
the basis for ongoing product development in a number of application areas
(e.g. email autoresponse), it is widely recognized that deep analysis must come

* The research reported here was conducted in part under the auspices of the LINGO
project, an international collaboration centered around the LKB system and related
resources (see http://1ingo.stanford.edu). This research was supported in part
by the Research Collaboration between NTT Com ication Science Lat i
Nippon Telegraph and Telephone Corporation and CSLI, Stanford University. We
would like to thank Emily Bender and Tom Wasow for their contributions to our
thinking. However, we alone are responsible for any errors that remain.
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MWE — NLP and MT Issues

MWEs are easily recognized by humans,
however, their identification is often
problematic in Natural Language Processing
(NLP) (Bouamor, 2014).

In machine translation (MT), failing to
recognize a MWE is one of the main sources
of error. (Constant et al., 2011).

TALN 2011, Montpellier, 27 juin -1 juillet 201 1

Intégrer des connaissances linguistiques dans un CRF :
application & ’apprentissage d’un segmenteur-étiqueteur du frangais

Matthieu Constant! Isabelle Tellier? Denys Duchier?
Yoann Dupont®> Anthony Sigogne!  Sylvie Billot?
(1) Université Paris-Est, LIGM, CNRS, 5 bd Descartes, Champs-sur-Mame 77454
Marne-la-Vallée cedex 2
(2) LIFO, université d"Orléans, 6 rue Léonard de Vinci

BP 6759, 45067 Orléans cedex 2
v fr, isabelle tellier iv-orl fr,
denys. i i s fr, yoann etu.univ-orl fr,
igogi iv-mlv.fr, sylvie bill leans.fr

Résumeé. Dans cet article, nous synthétisons les résultats de plusieurs séries d’expériences réalisées i I'aide
de CRF (Conditional Random Fields ou “champs markoviens conditionnels”) linéaires pour apprendre & annoter
des textes frangais 3 partir d’exemples, en exploitant diverses inguistiques externes. Ces expéri

ont porié sur I'étiquetage ique intégrant Iidenti des unités polylexicales. Nous monrons
que le modéle des CRF est capable d'intégrer des ressources lexicales riches en unités multi-mots de différentes
maniéres et permet d'atteindre ainsi le meilleur taux de correction d'étiquetage actuel pour le frangais.

Abstract. In this paper, we synthesize different experiments using a linear CRF (Conditional Random
Fields) to annotate French texts from examples, by exploiting external linguistic resources. These experiments
especially dealt with part-of-speech tagging including multiword units identification. We show that CRF models
allow to integrate, in different ways, large-coverage lexical resources including multiword units and reach state-
of-the-art tagging results for French

Mots-clés :  Eti phosy

Iylexicales.

Modgle CRF, lexicales, S Unités po-

Keywords:  Part-of-specch tagging, CRF model, Lexical resources, Segmentation, Multiword units.
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MWE — NLP and MT Issues

Proceedings of the 12th Eonference on Language Resources and Evaluation (LREC 2020), pages 3816-3625.
Marscill, 11-16 May 2020
@ Euwopean Lungusge Resources Associstion (ELRA), icensed nder CC-BY:NC

Multiword Expression aware Neural Machine Translation

Andrea Zaninello*!, Alexandra Birch®
*School of Informatics, University of Edinburgh, United Kingdom
"Zanichelli editore, Bologna, Italy
azaninello@zanichelli.it, abirch @ed.ac.uk

Abstract
Multiword Expressions (MWESs) are a frequently occurring phenomenon found in all natural languages that is of great importance
1o linguistc theory, natural language processiag appliations sad machine raslation ssiems. Newral Machine Translation (NMT)

* MWEs are easi |y recognize d by humans, e

the source, nd the generation oot MWEson he targer, and increase performance by up o 5.09 BLEU points on MWE test sets. We also

however, their identification is often e

problematic in Natural Language Processing

(NLP) (Bouamor, 2014

In machine translation (MT), failing to recognize
a MWE is one of the main sources of error.
(Constant et al., 2011).

Even with the venue of amazing quality results
in Neural Machine Translations, NMT still
struggle with MWEs (Zaninello and Birch, 2020)

Muliiword Expressions (MWEs) are a pervasive phe-
nomenon in all natural languages to the point that, accord-
ing 1o some studics, they represent approximately half of
a language’s lexicon (Janhndoﬁ 1995). They also chal-
lenge NLP f their often

morpho-syntactic and Inlm;emanun behaviour (Villavi-
cencio et al,, 2005). We call a MWE an expression that
is composed of two or more words working as a unit with
respect {0 some levels of linguistic analysis (Calzolari et al.,
2002); a MWE displays idiosyncratic properties that cannot
be explained solely on the basis of regular syntactic and
semantic rules (Everaert et al., 2014) and is generally char-

language can help disambiguating between simple phrasal
units and non-compositional expressions, and thus be bene-
ficial 0 NMT. In our first approach, we try augmenting our
training data with entries from a bilingual and a monolin-
gual MWE dictionary, adding a relatively small number of
instances (10% and 2% of the original data, respectively),
both in isolation and in their sentence context from usage
examples provided. The second approach takes a MWE
annotation tool, and labels MWES on the source. We ei-
ther concatenate MWE into one word or we use factors to
indicate if they form part of a MWE.

We show that for 4 test sct comprised of genuincly non-
IWEs the NMT output is of extremely low

acterised by some degree of ionality (Baldwin and
K.lm, 2010; Constant et al., 20]1)

1 Tyhas
prma s bex. pesforming famemork Dompam‘i o provi-

more natural-sounding target language. Even so, NMT out-
put is sometimes a poor translation of the source sentence
(Nguyen and Cmnng. 201!) and it is therefore important to
investigate speci
lation quillly not unly in terms of standard measurements.
Previously dominant phrase-based and syntax-based Sta-
tistical Machine Translation (SMT) techniques (Koehn et
2007; Junczys-Dowmunt et al., 2016) naturally take
into account phrasal components, and there has been sig-
nificant rescarch on MWES in these frameworks; however,
for NMT, due 1o a lack of phrasal segmentation, it is less

such

quality, licating that

examples, especially in the small raining data condition.
‘We also show that all our methods improve translation in
general and MWE translation in particular. The method of
including MWE in context, with backtranslation to recreate
the source side, does well in the low resource seting, but

the small number of genine

Our approach of labelling MWEs does however extend to
improving translation in a large resource experiment.

In order to further analyse our results, we propose a novel
evaluation metric (the Score_mwe) that specifically evalu-
ates how well MWES on the source side are translated. It
needs a test set with humm annotated MWES on the source
and their i Ttuses the L hieis

distance to find the closest matching word in the hypothesis
partial matches at the character level. We com-

obvious how to add ific language phx

as MWEs. Moreover, while standard metrics are effective
in terms of system comparison, their ability to account for
more fine-grained improvements in MT is less straightfor-
ward (Callison-Burch ct al., 2006), and their effectiveness
‘Therefore,

of NMT

jpare our novel metric with manual evaluation and show that
it agrees with human judgments.

In this paper we limit our swdy to one language pair (from
English to Italian) and to one specific neural architecture,
but our methods can easily be extended to other language

challenge.
The aim of this study is to empirically verify whether inte-
grating information on MWES either through targeted train-

or different NMT We also rely
on human curated resources in order 1o prove their value to
NMT, and in future work we plan to consider automatically
extracted MWE lexicons and unsupervised taggers.

3816
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Computational
MWE — NLP and MT Issues Phraseology

e MWEs are easily recognized by humans, however,
their identification is often problematic in Natural
Language Processing (NLP) (Bouamor, 2014).

* In machine translation (MT), failing to recognize a
MWE is one of the main sources of error. (Constant
et al., 2011).

* Even with the venue of amazing quality results in
Neural Machine Translations, NMT still struggle with
MWEs (Zaninello and Birch, 2020)

 Colson (2020) reports that Google Translate made
mistakes in about 40% of MWE translations.

EDITED BY
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MWE — NLP and MT Issues

* MWEs are easily recognized by humans, however, their

1dentification 1s often problematic in Natural Language Processing
(NLP) (Bouamor, 2014).

* In machine translation (MT), failing to recognize a MWE 1s one
of the main sources of error. (Constant et al., 2011).

* Even with the venue of amazing quality results in Neural Machine
Translations, they still struggle with MWEs (Zaninello and Birch,
2020)

* Colson (2020) reports that Google Translate made mistakes in
about 40% of MWE translations.
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Laporte et al. (2008a; 2008b)

Existing MWE annotated Corpora

A French Corpus Annotated for Multiword Nouns

Erie Laporte, Tal

uya Nal

Université Pasis £
Labint

5, Boulevard Descarts, Chin

77454 Marme-a-Vallée Cede

il eic laporie@univ-paris <st fr, eakamurs

Abstract

™
extraction, s well 2 n deep nd shallow syatactic parsing. We delmit wh

there
1. Introduction The

Recognising multiwond nouss such as groupes de pression  denli

b s 1 vl o fomtion sl and 921

cxtraction becausc of the information that such nouns can
convey. In particalas, in spscial: uages, most of the
technical and terminological information is concentraied
recognition is likely

achment during shallow
wemal

verbs, adjectives or other bouns (Blaoe et al, 2007). Inthe
case of English, the same is tru for the analysis of noun
sequences (Vadas & Curran, 2007).

‘Thequaliy of the secogaltion of meiwordnocms dopeads 3+
on algorithms, but also on resources. We created a corpus  For
of French texts annotated with muliword nouns.
corpus s freely available on the weh with LGPLLR  clemy
lcease. I this atile, we survey related wosk, we defise  ghati,
the arget of our annotation eftort, we describo the method o

implemeeted and we aaalyse the corpus obisined follon
mecti

2. Related work i
Many problems related with the notion of multiword 0

exprescion (MWE) in general have been etudied by  Thist
linguins wd eiclogiou (., Dovning, 977 Sgeral and g
5; as regards Freoch mul
S\!brmrm. m;m but textual resources anmotated for  lanEY
MWEs are stll rare and small, In the Grace compas SO0
(Rajman et al. 1097, most MWES sre ignored. In the  Syau
French Trechank (ABGillé ef al., 2003), multiword nouns  follor
are annatated as sueh, We are oot aware of ather available S0P

languages, including English. corpora annotated with  his

MWES are rare and staall as well. In the Penn Trechank  COmp
(Marcus e af, 1993, even such frozen nouns a5 siack !
market are nol onnotated 3 MWES. Subirals & Salo (2004) S0
roport an capsrimeat of ansotating MWUs, including
multiword aouns, in  Spanish corpus, and Mota o al,
(2004) and Ranchbod (2005) in a Poctugoese corpes, but <P

lamure Stavranta Vavatsd

AFrench Corpus for

with Adverbial Function

Eric Laporte, Takuya Nakamura, Stavroula Voyatzi
Université Pasis-Est
Institu Gaspard-Monge - Lablnfo

5. Boulevard Descartes.

77454 Marme-la-Vallée Cedex 2 (France)

Abstract

e o eomatcn el s e uu\lnmd«pnﬂﬂll‘h‘ systactc paning. We
we snncesied, we describe the peouroes and methds we ased for the smnocaton,

which kind of
perpinion Bidacioghrpd o

1. Introduction
Recognising muliword adverbs such as & long ferme 'in
e long run” in teatsis ikely £o b useful for information
retrieval and extraction because of the information that
such advecbials can conney. In additios, i islkely 10 belp

prepositional phrascs; i many cacs,
recogising them rules oel snalyscs where ey we
asguments or poun mdifces.

“The qualty of the rocognition of multiword adverbs
oprods on algorithis, but also on resourees. We crealcd

noun modifiers or sbjecs sppears only in the
Aol e e of B Tk 1000 e

it
Iching Eoglu. copors aenc
rare and semall as wel.

annotated with maltiword

3. Target of annotation

The target of our annotation effort is defined by the
intecsection of two crteria: (i) multiword expecsions snd
[ section, we define bodh
Jetail, we definc the featurcs that we
included in the annotations, and we describe the corpus.

a compus of French teats annotaied with mubiwond
adverbs. In this e} wedsfioe 31
Illeluwm!nlmmumvllm.wdﬂmh!h meshod  For s work, we.considered & phiase composed of

This corpus will be made freely available on the web
under the LOPLLR license whea this anicle is published

2. Related work
Corpora annotated with awultiwond advesbs aee rare and
semall. I the Grace corpus (Rajman ef al, 1997), ot
emultiword units are ignored. In the French Treebank
(Abeille et al, 2003). prepositional phrases and adverbs
asc annoisicd with a binary feaiure {'compound') which
indicatcs wheiber they are maliword uni; the disinciion

betucen whether pecporitions] phrases are verb modifiers,

I Firsly. adverbias

‘some o all
are frozen togetber n the serse of (Gross,
mm. that s, if their combination does mot
bl ki of, el e
the following sxample, de nos fours
our days”) s & muliword adverh:

0 M ke d e e e
“Tuis casy o ges informed nowadays”

Thlceion s complemocy o fcen e

and gramenar. In other words, i lends 1o casure” Uit any

combimation of inguistic ekements “whih & it n e
language, but is not Tepressnied in syntactic-semantic
grammars, will be stored in lexicans.

are usaaly el a5 ks wsefal tha s fo ifaraion retieval

Merio, 2003). The task i thefore flt 48 10, ifficul by most
escuchen i anpage pocesing. whos i backgnand s

follows (Frecklcton, 1985; Machois, 1985; Slbemnn‘
1993; Lamiroy, 2003} & combination of lagui
elements is compositional if and oaly i its meaning can
be computed from its
conception. However, in this

their clements is of any interest only if it is a beir
lution than phrases in if

seatial 80 ienifying. eyt

That <an be empiricaly checked only sfer a lesioon 464 &

iy o i s o o i iy
peoblemms

lanpuage ae complet and comptibi.
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Existing MWE annotated Corpora

Laporte et al. (2008a; 2008b)

PolyCorp, Tutin (2016) &
Esperanca-Rodier (2019)

Tutin and

Annotation of multiword expressions in French

Agnés Tutin Emmanuelle  Manolo Iborra  Justine Reverdy
Esperanga-Rodier
Univ. Grenoble Alpes Univ. Grenoble Alpes Univ. Grenoble Alpes  Univ. Grenoble Alpes
LIDILEM LIG LIDILEM LIDILEM

i I i @ -
grenoblel fr a-rodierimag fr Leom grenoble3 fr

Keywords: Multiword expressions - Annotation - Typology of multiword expressions

Abstract

‘This paper presents an experiment of annotation of MWEs in French. The corpus used is made
of several genres (news, novel, scientific report, film subtitles) and includes a rich annotation
scheme including several kinds of MWES from collocations to routines and full phrasemes. The
annotation is performed semi-automatically with finite-state transducers. The inter-annotator
agreement score shows that the annotation is quite consistent but the difficulty of the task relies
heavily on the textual genre: literary texts are harder 10 annotate than scientific reports, Besides,
two types of difficult to di llocations and full phrasemes.

1. INTRODUCTION

This paper preseénts an experiment of multiword expression annotation on the
French part of a French-English bilingual corpus. Our aim is to achieve three goals: a)
building a corpus-based and robust typology of MWEs; b) providing a basis for
linguistic studies on MWES, especially in relation to diverse textual genres; ¢) building
a corpus of evaluation for Machine Translation (MT) tasks, and especially statistical
machine translation (SMT) tasks (c.g. Potet ef al. 2012).

Every scholar working on MWEs knows that defining clearly different types of
MWEs is a complex task. But we think that confronting concrete examples will help to
refine typologics of MWES, and ¢nable 1o better understand how they work.

‘This will also help to explore the most frequent MWES, especially according to
the specific genres, in order to answer questions such as the following ones:

- Are collocations really more frequent in general expressions than in idiomatic
expressions?

- Are truc idiomatic expressions, such as fo break the ice, more frequent in spoken
genres?

- Regarding syntax now, we would like to observe in more detail syntactic
properties of MWESs. Are real MWESs highly variable, as suggested by Moon, or
not?

Considering now practical goals, we know that there are few annotated corpora
with MWES, especially for French. There are two small corpora with nouns and MWE

4 GRENOBLE
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Existing MWE annotated Corpora

Laporte et al. (2008a; 2008b)
olyCorp, Tutin (2016) & Tutin and
speranca-Rodier (2019)

zegedParalellFX English—Hungarian,

(2012)

Vincze

Light Verb Constructions in the SzegedParalellFX
English-Hungarian Parallel Corpus

Veronika Vincze

Hungarian Academy of Sciences
Rescarch Group on Anificial Intellipence
vinczey @infa-szeged hu
Abstract
In this paper, we describe the first English-Hungarian parallel corpus ansotated for light verb constructions, which contains 14,261
senteree lhp\nm units. Annotation principles and u;umul dats on ‘h comus are also. MMIM and English and Ilumu'ﬂn data

a5 well. The corpus s daabase can concibe o the automatc demm of light vesh consructions and they can ——

1. Introduction
I natural language pro<essing (NLP). on of the most chal
lenging tasks is the proper treatment of multiword expres-
sions (MWES). MWES are lexical items that can be de
composed into single words and display lexical, syniactic,
semantic, pragmatic andlor statistical idiosynsrasy (Sa et
al., 2002; Calzolar et al., 2002). Light verb constructions

ominal s a verbal composcas whens the mau I usnall
taken in one of its literal senses but the verb loses its orig-
inal sense to some extenl, ¢.g. 1o give advice, 1o take into
aceount, the problem lies (in). They are frequent in lan-
‘guage use and because of their mmymmm behavior, they
ofien pose a problem to NLP syste

In this paper, we describe smcdpm\ws'x the first

‘accurs mostly in idioms since they show syntactic variation
104 lesser degree than consirustions in lieral usage. Hence,
ey ke wt o symactc edaces of Gioms shen Sevel
oping their unsupervised method.

Van de Cruys and Moirtn (2007) deseribe a scmanic-
based method for identifying verb-preposition-noun com-
binations in Dutch. Their method relies on selectional pref-
erences for both the noun and the verb nd they also make
wse of automatic noun clustering when considering the se-
lection of semantic classes of nouns for cach verb.
‘Bannard (2007) sceks (0 identify verb and noun construc-
tions in English on the basis of syntactic fixedness. He
examines whether the noun can have & determiner or not,
whether the noun can he modified and whether the con:
struction can have & passive form, whic features ar cr-

Guerataga snd Algria (:mn extract idioms and light
texts by employing statis-

for light verb
coastructions, W believe that the corpas can conlribule
1w0the more specifi-

cally, o the development of algorithms aiming a detccting
light verb constructions.

The structure of the paper is as follows. First, reluted cor-
pora and related work on the NLP treatment of multiword
expressions are presented. The the corpus is described to-
‘gether with annotation principles. Some siatstical data on
corpus data are also provided, which is fallowed by gl
itative analysis and a comparisor ish and Hungarian
data. The paper concludes with illusirating how the corpus
and the database can be exploited in several fields of NLP

2. Related work
Lately, multiword expressions have been received special
interest in the NLP rescarch community (Rayson t al,
2010). This also holds for multiwerd verbs since they con
stitute a sublypé of multiword expressions, c.g. Sag ¢t al
btype of lexicals

flexible expressions. The automatic identification of multi-

verbs has boen studied in several languages. Cook
etal. (2007) differentiate between literal and idiomatic us
‘ages of verb and noun constructions in English. Their basie
hypothesis is that the canonical form of cach construction

Dot Basque is & free word-order language,
they bypothesized that 3 wider window would yield more
2 e e

periments did not confirm this.

“Tu and Roth (2011) classify verb + noun object pairs as

being light verb constructions or not. They operate with

ot contextual and staistcal features and conclude that
. Jocal contextul

beter,
Vincze et al. (201 1a) exploit shallow morphological fea
fares n ideniifying Englishlight verb consimctions and the

etal. (2011)
Parallel corpora are of high importance in the automais
identification of multiword expressions: it is usually one-
to-many correspondcnce that is cxploited when designing
metbods o deecing mulivord expresions. On heciber
hand

fication of muliiword expressions in e anguagea: f
an algorithm is implemented for one language, data from
the other language can also be gathered with the help of
aligned units.

2381
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Existing MWE annotated Corpora

AlphaMWE: Construction of Multilingual Parallel Corpora

e Laporte et al. (2008a; 2008b) e

? Insight Centre for Data. An.ﬂyw:
School of Computing, Dublin City University, Dublin, Ireland
Lifeng hantadaptcentre. ie {gareth. jones, alan.smeaton}ddcu.ie

* PolyCorp, Tutin (2016) & Tutin and

In this work, we present the construction of multilingual paralle] corpora with anmotation
of multiword expressions (MWEs). MWEs include verbal MWEs (vMWESs) defined in the
PARSEME shared task that have a verb s the head of the studied terms, The annotated
¥MWES are also bilingually and multilingually aligned manually. The languages covercd

L]
include English, Chinese, Polish, erman. Our original English corpus is taken
- from the PARSEME shared task in 2018, We performed machine translation of this
source corpus followe by human post editing and annotation of target MWEs. Strict
quality control was applied for crror limitati cach MT output senience received
first manual post editing and annotation plus second manual quality rechecking. One of
. . . our findings during corpora preparation is that accurate translation of MWEs presents
challenges to MT systems. To fuclitate further MT rescarch, we prosent n categorisat
[ ] Ze e d Pzi rzi I e I | FX E n I I S h_ H l I n ; ! rI i i n V I n Cze of the exror types encountored by MT systems in performing MWE related translatio
) for comprtsos e Micsh Bing Tratintos GopgleT. Bk Pyt and Dl
MT. Bocause of the noise removal, trarslation post editing and MWE anaotation by

husman professionals, we believe our AlphaMWE dataset will be an asset for eross-
and multilingual research, such as MT and information extraction. Our mult

corpora. are available as opon acoess at github. con/posthan/ALphaE.
1 Introduction

Multiwoed Expresions (MWEs) have long been of nterest to both natural language procosing

{NLP) researchers and linguists (Sag et al, 2002; Constant et al,, 2017; Puleini, 2020). The

autcuiatl proceaing of MYV Ee hae posd sigalficant chalenges o some ek n computational
™

nguisics (1) oo
(Lambert and Banchs, 2005; Bouamor et al., 2012; Qalmlilhn, 2016; Li et al, 2019; Han et al.,
2020). This is caused by both the variety and the richness of MWES as they are used in language.
) . Varions <aithons of MW« hare nluded beh mpéaclc tracture and semarth viow:

points from different. researchers coveri malics, Bon-compos
and ambiguity (( ‘onstant et a.l 2017). For instance, Baldwin and Ki
define MWES as “lexical items that: (i) can be decomposed into multiple lexemes; and (i) dis-
play lexics S)mu(lk‘ semantic, pragmatic and/or statistical idiomaticity”. However, as noted
by xample in (Constant et al., 2017), there are very fow bilingual or even
muilngy parallel corpora with MWE aanotations avalabl for erose il NLP rescarch
lications such as machine translation (MT) (Johnson et al., 2016).

With regard to MWE research, verbal MWES are a matiure catogory that bas received atten-

tion from many researchers (Maldonado et al., 2017). Verbal MWES have a verb as the head

“This work is licensed under a Creative Commons Atteibution 40 International License. License details: btep:
I/ezestivecsmsana, ozg/Lscenses /4.0

M
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Existing MWE annotated Corpora

e Laporte et al. (2008a; 2008b) ‘ R

e PolyCorp, Tutin (2016) & Tutin and —
Esperanca-Rodier (2019) T

e SzegedParalellFX English—Hungarian, Vincze PO‘EE%E‘;%ZO
(2012) =

 AlphaMWE, Han et al. ( 2020)
 Treebanks: Abeillé et al. (2003)
Gtowinska & Przepidrkowski
(2010)
Gfowinska (2012
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Existing MWE annotated Corpora

e Laporte et al. (2008a; 2008b)
* PolyCorp, Tutin (2016) & Tutin and Esperanca-Rodier (2019)
e SzegedParalellFX English—Hungarian, Vincze (2012)
 AlphaMWE, Han et al. ( 2020)
 Treebanks: Abeillé et al. (2003)

Gtowinska & Przepidrkowski (2010)

Gtowinska (2012)
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Our concerns

Figure out if the annotation made by human annotators could
be used to train a Neural Network

Is the quality of the human annotations consistent among the
different annotators?

Focus on the inter-annotator agreement

Annotate a French corpus
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Protocol

ACCOLE
(Esperanca-Rodier and Brunet-Manquat, 2019)
with TYPOLOGY (Tutin, 2016)

ParaSHS-Témoigner & ParaSHS-Temoigner
(Kralf’ 2018) Annoter les erreurs du segment 1 e Projt ParaSH - Témogner b MWE AN NOTATED

LT N Valider le segment courant v

——— T (Kraif, 2018)

) 1 Cassandre, fille du roi Priam , apparaft briévement dans L' liiade d' Homére : du haut des murailles de Troie , elle apastrophe ses compatriotes pour les appeler & manifester leur deuil au retour du cadavre d' Hector . N
N »
- Source EPL POS Actions v
C - Collocation : a - Adjectif ¥
itulatif T | Accts

A e o 3 356
annotated
MWEs

Administration
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cul de sac (fr)/ dead end; prendre en

Idioms frozen multiword expressions compte (fr)/ take into account
Collocati preferred binary association, gros fumeur (fr)/ heavy smoker; faire une
oflocations including light verb constructions promenade (fr)/ to take a walk

functional adverbs,

Functional Multiword prepositions, conjunctions,

c’est pourquoi (fr)/ that is why; d’autre

Expressions determiners, pronouns. part (fr)/ on the other hand; insofar as
. multiword expressions related  de rien (fr)/ You’re welcome; a plus tard
Pragmatic MWEs to specific speech situations. (fr)/ see you later.
P b Pierre qui roule n'amasse pas mousse (fr)/
rowEies A rolling stone gathers no moss
Complex terms natural language processing
Multiword Named Université Grenoble Alpes; the European
entities Union;
Routine f | routines generally associated to force est de constater (fr)/ it must be
outine formulae rhetorical functions noted.

Agnes Tutin, Emmanuelle Esperanca-Rodier, Manolo Iborra, Justine Reverdy. Annotation of multiword expressions in French.
European Society of Phraseology Conference (EUROPHRAS 2015), Jun 2015, Malaga, Spain. pp.60-67.
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Inter-annotator agreement - Methodology

* Metric given during the SemEval’13 (International Workshop
on Semantic Evaluation) adapted to MWE annotation

—no gold standard

—use one of the annotators as the gold standard (gold
annotator)

—compare the gold annotator annotations with the ones from
the other annotators, two by two.
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Inter-annotator agreement - Methodology

* 4 cases to measure the precision, recall and F-measure
between the annotators:

— Strict evaluation (exact-boundary and type matching).
— Exact boundary matching (regardless to the type).
— Partial boundary matching (regardless to the type).

—Type matching (some overlap between the annotated
output and the golden standard is required).
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Inter-annotator agreement - Methodology

* 4 cases relate to the 5 MUC (Message Understanding Conference)
approaches:

— Correct (COR): annotator output DOES correspond to gold annotator
— Incorrect (INC): annotator output does NOT correspond to gold annotator

— Partial (PAR): annotator output and gold annotator are somehow similar
but not identical

— Missing (MIS): Gold annotator annotation not captured by the annotator

— Spurius (SPU): annotator output not present in the gold annotator
annotation




] o

-[...] elle rappelle les crimes enfouis a I'origine de la malédiction
des Atrides gu'actualisent une nouvelle fois I'assassinat
d'’Agamemnon par Clytemnestre et le matricide commis par
Oreste.

Gold Annotator Annotator Evaluation Scheme
Phrase MWE Type Phrase MWE Type Type Partial Exact Strict
une nouvelle fois Collocation SPU SPU SPU SPU
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Prophétesse inspirée par Apollon (a partir de 'Agamemnon
d'Eschyle) ou faisant bon usage de sa raison (dans nombre de

versions modernes), elle devient une figure [...]

Evaluation Scheme

Gold Annotator Annotator
Phrase MWE Type Phrase MWE Type Type Partial Exact Strict
Agamemnon Named I’Agamemnon Named COR PAR INC INC
d’Eschyle Entity d’Eschyle Entity
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[...] il a proféré le terrible constat — non de la disparition des
temoins, lui qui allait le 11 avril 1987 se jeter du troisieme etage
au bas de l'escalier de son immeuble.

Gold Annotator Annotator Evaluation Scheme
Phrase MWE Type Phrase MWE Type Type Partial Exact Strict
au bas de Function au bas de Collocation INC COR COR INC

Word




ore
) L |

“Cassandre, fille du roi Priam, apparait brievement dans L'lliade
d'Homere : du haut des murailles de Troie, elle apostrophe ses
compatriotes pour les appeler a manifester leur deuil au retour
du cadavre d' Hector.

Gold Annotator Annotator Evaluation Scheme
Phrase MWE Type Phrase MWE Type Type Partial Exact Strict

manifester leur deuil  Collocation manifester leur deuil Collocation COR COR COR COR




-[...] en considérant qu'un questionnement sur les fondements du |

monde que nous voulons, résolument ancre sur les droits de
I'homme, doit passer par Auschwitz, tout autant que par la
critique de modeles [...]

DIA F DTAtlOo ANNOotato atlo

Phrase MWE Type Phrase MWE Type Type Partial Exact Strict

Les droits de ’lhomme Full droits de ’homme Collocation INC PAR INC INC
Phraseme
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Inter-annotator agreement - Examples

Gold Annotator

Annotator

Evaluation Scheme

Phrase MWE Type Phrase MWE Type Type Partial Exact Strict
une nouvelle fois Collocation SPU SPU SPU  SPU

Agamemnon d’Eschyle Named I'Agamemnon d’Eschyle Named COR PAR INC INC
Entity Entity

au bas de Function au bas de Collocation INC COR COR INC
Word

manifester leur deuil Collocation manifester leur deuil Collocation COR COR COR COR

Les droits de ’'homme  Full droits de ’lhomme Collocation INC PAR INC INC

Phraseme




L35
n J LABORATOIRE D'INFORMATIQUE DE GRENOBLE

Inter-annotator agreement - Metrics

e 2 values to be calculated:

— « possible (POS) » sum of annotations of gold annotator
(true positive + false negative) for each of the 4 cases:

e POSSIBLE(POS) = COR+INC+PAR+MIS=TP+EN

— « actual (ACT) » sum of the effective annotations of
annotator (true positive + false positive) for each of the 4
cases

* ACTUAL(ACT) = COR+INC+PAR+SPU=TP+FP
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Inter-annotator agreement - Metrics

» Standard precision and Standard recall for Exact Matching

COR _ TP
ACT TP+FP

Precisiong, =

COR TP

Recallg,y =

POS TP+FN
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Inter-annotator agreement - Metrics

* Precision + Partial Matching and Recall + Partial Matching

COR+0.5XPAR _ TP+0.5XPAR
ACT ~ TP+FP

Precision,, =

COR+0.5XPAR _TP+0.5XPAR

Recall,,, =

POS TP+FN
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Inter-annotator agreement - Results

Measures Strict Exact Partial Type
Correct 575 599 599 694
Incorrect 190 166 0 71
Partial 0 0 166 0
Missing 41 41 41 41
Spurius 35 35 35 35
ACTUAL 806 806 806 806
POSSIBLE 800 800 800 800
Precision 0.71 0.74 0.84 0.86
Recall 0.72 0.75 0.85 0.87
F1-score 0.71 0.74 0.84 0.86
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Conclusion

* Human annotation is consistent enough to be used to train
Neural Network systems

— Delimitation issues in terms of MWEs boundaries lower the
annotator agreement

—Indicate the possibility of a potential MWE

* Inter-annotator agreement increased when annotators used
the discussion feature of the platform while annotating

* Further work, among others, will focus on the use of decision
flowcharts while annotating
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Thank you for your attention!

Any Questions?

Emmanuelle Esperanca-Rodier Yacine Haddad Fiorella Albasini

Emmanuelle.Esperanca-Rodier@univ-grenoble-alpes.fr
Fiorella.Albasini@etu.univ-grenoble-alpes.fr




