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- Adaptive MT learns from the edits on-the-fly. When a

translator confirms a segment, an engine processes the

source/target pair as correct and uses it as an example to

provide future translation suggestions

• baseline model • adaptive model

Source: CSA Research (Pielmeier, H. and O’Mara, P., 2020) 

What is adaptive machine translation?
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What is adaptive machine translation?



1. Background
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Goal 1: assess the baseline of 

an adaptive MT engine from the 

standpoint of misgendering

Goal 2: assess the speed of 

adaptation of the engine in 

attempting to ensure 

gender-neutrality in 

translation

To which extent can adaptive machine translation engines 

adjust to GNL use? 

1.1. Research problems and objectives



Biased system is an MT model that systematically and 

unfairly discriminates against certain individuals or groups 

in favor of others (Friedman and Nissenbaum, 1996)

Representational harms Allocational harms

Under-representation Stereotyping

Types of harms produced by a biased system

(Crawford, 2017)

1.2. Gender bias in MT



Mitigating strategies:

• Model debiasing (gender tags, 

debiased word embeddings, 

lattice re-scoring modules)
(Vanmassenhove et al., 2018)

• Evaluation methods (Rudinger

et al. 2018; Zhao et al. 2018)

• Working with training data 
(Zhao et al. 2017) 

BUT they:

• follow a more focused 

approach within NLP 
(Savoldi et al., 2021)

• lack human-computer 

interaction component

• are reduced to the 

binary dichotomy (Dev 

et al., 2021)

1.2. Gender bias in MT



Language type 
(Stahlberg et al., 2007):

Notional (English), 
grammatical gender 
(German) and genderless 
languages (Turkish)

Gender system:
Binary or non-binary?

Gender-fair approach:
Neutralization (no mention 
of gender) or inclusion 
(explicitly challenges 
binary notions of gender) 
del Río González, 2021 

1.3. Gender-neutral language: overview
Gendersternchen (gender asterisk)

Case Def. Articles. Indef. Articles.

Nom. de gute Lehrere ein gute Lehrere

Dat. dern guten Lehrere einern guten Lehrere

Acc. de gute Lehrere ein gute Lehrere

De-E-System1

1. Verein für geschlechtneutrales Deutsch)  (https://geschlechtsneutral.net)

Nouns Personal Possessives Articles
Question 

Pronouns

Student*in
Student*innen

Sie*er Ihre*seine der*die Welche*r?



2. Experiment
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Material:
• Rulebook of the International 

Quidditch Association (English)

• 45 segments (average length: 
65 characters)

Conditions:
• English-German language pair
• The overall quality was 

ignored, only “problematic” 
units were post-edited 

2.1. Setup
Metrics:
• KSR or keystroke ratio: 

the number of keystrokes 
divided by the total 
number of characters in 
the reference (Daems and 
Macken, 2019)  

• CharacTER (Wang et al., 
2016), a character-based 
variant of TER



2.2. Results

• Generic masculine: 

• Gender-neutral lexical choices from the first segment

• English gender-neutral pronouns are translated incorrectly
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The goal is to reach KSR and CharacTER with the 0 value:



De-E-System results:
• No improvement in the 

adaptation speed (just a 
few segments with the 
KSR and CharacTER with 
the 0 values)

• Some improvements 
(segments 12 and 28) 
are due to the 
translation memory 
matches



Gender asterisk 
results:
• No improvement in 

the adaptation speed 
(just a few segments 
with the KSR and 
CharacTER with the 0 
values)

• Some improvements 
(segments 12 and 28) 
are due to the 
translation memory 
matches



Other observations:

• Typographic characters did not have any influence on the 
rest of the sentence 

2.2. Results

• A very common error with a symbol 
mismatch

• TM match was suggested with the both of the 
strategies



3. Conclusions
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3. Conclusions

1. No progress in adaptation speed, except for the cases of 
TM auto-propagation;

2. Bias present in the initial output is linked to the 
grammatical gender, not to lexical invariability;

3. For future work, we will additionally train the ModernMT
engine by feeding it a TM containing GNL, and we will 
compare the adaptivity of another MT system, Lilt.
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